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Person re-identification based on 
attention mechanism and adaptive 
weighting

Re-identificación de personas basada en mecanismo de atención y en 
ponderación adaptativa

ABSTRACT
Owing to factors such as pose change, illumination condition, 

background clutter, and occlusion, person re-identification (re-ID) 
based on video frames is a challenging task. To utilize pixel-level 

saliency information and discriminative local body information of 
the image and improve re-ID accuracy in the case of complex pose 
change and viewpoint difference, a person re-ID network based on 
attention mechanism and adaptive weight was proposed in this 
study. Based on the detection of human key points, an attention 
mechanism was integrated to screen the discriminative informa-
tion in various parts of the human body. The adaptive weighting 
method was adopted in the network, providing the extracted local 
features different weights according to the discriminative infor-
mation of different human parts. The re-ID accuracy of the net-
work model was verified by experiments. Results demonstrate that 
the proposed network model can accurately extract the features 
of discriminative regions in various parts of the human body by 
integrating the attention mechanism and adaptive region weight, 
thereby improving the performance of person re-ID. Our method 
is compared with current widely used person re-ID network mo-
dels as AACN and HAC. On the Market-1501 dataset, the Rank-1 
and mAP values are improved by 4.79% and 2.78% as well as 
8% and 3.52%, respectively, and on the DukeMTMC-reID dataset, 
by 4.92% and 3.26% as well as 5.17% and 3.17%, respectively. 
Compared with the previous GLAD network model, Rank-1 and 
mAP values on two experimental datasets are increased by more 
than 2%. The proposed method provides a good approach to op-
timize the descriptor of pedestrians for person re-ID in complex 
environments.

Keywords: Person re-identification, Adaptive weight, Atten-
tion mechanism, Convolutional neural network.

1. INTRODUCTION
With the wide application of surveillance video, person re-

identification (re-ID) technology plays an important role in intel-
ligent security by using it to determine whether a specific pe-
destrian is present in massive video data and then to track the 
target. Given one query image of one specific person, person re-ID 
technology is expected to provide all the samples with the same 
identification (ID) from a large number of video images captured 
by multiple non-overlapping cameras at different times. Owing to 
various factors such as hardware configuration, camera viewpoint, 
and pedestrian posture of surveillance video in different scenarios, 
images with the same ID captured by different cameras or the 
same camera at different times will be very different, introducing 
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RESUMEN
• �Debido a factores como el cambio de postura, la condición 

de la iluminación, el desorden del fondo y la oclusión, la re-
identificación de la persona (re-ID) basada en los fotogramas 
de vídeo es una tarea difícil. Para utilizar la información de 
relevancia a nivel de píxel y la información discriminatoria 
del cuerpo local de la imagen y mejorar la precisión de la re-
identificación en el caso de cambios complejos de postura y 
diferencias de puntos de vista, se propuso en este estudio una 
red de re-identificación de personas basada en el mecanismo 
de atención y el peso adaptativo. Sobre la base de la detección 
de puntos clave humanos, se integró un mecanismo de 
atención para examinar la información discriminatoria en 
diversas partes del cuerpo humano. En la red se adoptó el 
método de ponderación adaptativa, que proporciona a las 
características locales extraídas diferentes pesos según la 
información discriminatoria de las distintas partes del cuerpo 
humano. La exactitud de la reidentificación del modelo de 
la red se verificó mediante experimentos. Los resultados 
demuestran que el modelo de red propuesto puede extraer con 
precisión las características de las regiones discriminatorias de 
diversas partes del cuerpo humano integrando el mecanismo 
de atención y el peso de la región adaptativa, mejorando así 
el rendimiento de la reidentificación de la persona. Nuestro 
método se compara con los actuales modelos de red de 
identificación de personas ampliamente utilizados como la 
AACN y la HACN. En el conjunto de datos de Market-1501, los 
valores de Rank-1 y mAP se mejoran en un 4,79% y 2,78% así 
como en un 8% y 3,52%, respectivamente, y en el conjunto de 
datos de DukeMTMC-reID, en un 4,92% y 3,26% así como en 
un 5,17% y 3,17%, respectivamente. En comparación con el 
anterior modelo de red GLAD, los valores de Rango-1 y mAP en 
dos conjuntos de datos experimentales se incrementan en más 
de un 2%. El método propuesto proporciona un buen enfoque 
para optimizar el descriptor de peatones para la identificación 
de personas en entornos complejos.

• �Palabras clave: Reidentificación de personas, Peso adaptativo, 
Mecanismo de atención, Red neuronal convolucional
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considerable challenges to person re-ID. Person re-ID comprises 
two main research contents: (1) extracting robust and discrimina-
tive features from pedestrian images and  (2) designing efficient 
metric methods to address the intra-class and inter-class problem. 
To address the huge differences in images with the same ID caused 
by viewpoint, posture, and illumination, many robust handcrafted 
pedestrian descriptors have been proposed, such as color histo-
gram [1-3], local binary pattern [4-5], and Gaussian descriptor 
[6]. Some representative metric learning methods have also been 
proposed [7-8]. However, for person re-ID, which is of great prac-
tical significance and is affected by many factors, the handcrafted 
pedestrian descriptors have poor generalization performance and 
cannot completely represent pedestrian characteristics. In recent 
years, deep learning has achieved considerable success in various 
computer vision and pattern recognition tasks, and it has been 
gradually applied to the field of person re-ID to solve this prob-
lem [9-13]. Deep learning is used to solve the problem of person 
re-ID, which integrates the two processes of feature extraction 
and metric learning. Deep learning can automatically extract more 
discriminative features and map the features to a better metric 
space. Scholars have designed many network models [14-18] on 
how to use neural networks to extract comprehensive and highly 
discriminative person features, playing an important role in the 
development of neural networks for person re-ID. However, these 
network models have some shortcomings. Among them, the net-
work based on the global features tends to ignore the local dis-
criminative information of the body parts, and it is less discrimina-
tive to pedestrians with a similar appearance. The network model 
based on the partial features of pedestrians cannot easily calcu-
late the weight parameters between each part manually, resulting 
in the poor performance of person re-ID.

Based on the above analysis, the attention mechanism is em-
bedded into the network model on the basis of using human key 
points to detect human body parts. And an adaptive weighting 
module is designed to learn the proportion of different body parts. 
The discrimination of feature descriptor is enhanced by combining 
the significant information of the global feature with the informa-
tion of three weighted part features. The re-identification accu-
racy of the whole network model can be improved. 

2. STATE OF THE ART
At present, scholars have conducted many studies on person 

re-ID based on deep learning networks, and they have proposed 
many effective network models. Li [19] pioneered in applying 
deep learning to person re-ID and proposed a filter pairing neural 
network (FPNN) model based on a convolutional neural network 
(CNN). The first layer of FPNN was the convolution layer with a 
max pooling operation, and then the block matching layer was 
added to match the filter response across the visual field. FPNN 
could reduce the influence of factors such as misalignment, occlu-
sion, and background clutter on re-ID performance under a uni-
fied framework. By using the CNN-based Siamese network as the 
baseline, Ahmed et al. [20] proposed an enhanced deep learning 
framework to learn the relationship between features across the 
visual field by taking advantage of multi-input nearest neighbor 
difference and brief patch features. McLaughlin [21] introduced a 
recurrent neural network based on the Siamese network to fuse 
the temporal characteristics and deep features of video to im-
prove re-ID accuracy. By adding a self-connected hidden layer 
across time points, the temporal features were introduced into 
pedestrian features to aggregate deep features, reduce the fea-

ture dimension, and enhance the robustness of features. Varior et 
al. [22] adopted long short-term memory (LSTM) on the basis of 
the Siamese network to process patches in sequence to memorize 
the spatial information of images, thereby enhancing the discrim-
inability of deep features. Liu [23] integrated LSTM into the triplet 
network to imitate the human visual system through an end-to-
end contrast attention model. Yan [24] proposed a recursive fea-
ture aggregation network that used LSTM to record the change 
information of pedestrian body parts with time. The approach used 
low-level handcrafted features, rather than CNN deep features, as 
input time nodes to avoid overfitting caused by training CNN on 
small datasets. LSTM could memorize and propagate the features 
with excellent performance and ignored poor features to establish 
the global features of the video. Aiming at the disadvantage of 
poor generalization of traditional triplet loss, Khatun [25] pro-
posed a deep four-stream convolutional neural network for person 
re-ID. This method used four input images, two of which having 
the same identity and the other two having different identities. 
The network used double identification and verification losses in a 
single framework to minimize the intra-class distance and maxi-
mize the inter-class distance. Erbeti [26] presented an end-to-end 
integrated person re-ID method to solve the problem of overfitting 
in discriminative models. On a small dataset, this method could 
effectively deal with the overfitting problem and had high com-
putational efficiency. To a certain extent, the above methods have 
achieved good results on small datasets made by overfitting. How-
ever, these methods require considerable time to train for re-ID 
under complex scene changes. Huang [27] designed an enhanced 
aggregated channel feature. Aiming at the need for real-time ap-
plication, person detection and re-ID were implemented in the 
same network model. The algorithm met the real-time require-
ments, but the robustness of person detection and feature extrac-
tion in complex scenes with changeable postures was poor. Zheng 
[16] used the verification and identification model to jointly guide 
the network learning, aiming at learning more discriminative fea-
tures. Wu [28] constructed the Spindle Net network integrating 
facial features. After detecting the key points of the human body, 
facial and other body parts could be divided into the specified size 
through the region of interest pooling. All features were learned 
by the network, and then the pedestrian descriptor was obtained 
by fusing the partial features. However, when fusing multiple par-
tial features, the operation of simply slicing and obtaining the 
maximum activation value of each region did not fully use the 
information of extracted local features. Franco [29] proposed a 
convolutional covariance feature (CCF) based on the covariance 
descriptor. CCF is calculated by the adaptive and trainable features 
in the coarse to fine transfer learning strategy, with the invariable 
property of knowledge and noise, and CCF achieves a good ef-
fect on person re-ID. Barbosa [30] designed a convolutional neural 
network based on the inception architecture. The network could 
capture the structural attributes of the shape of the human body 
such as height, obesity, and gender. The network was not limited 
by the information of human appearance. Sun [17] et al. proposed 
a part-based convolutional baseline and used refined part pooling 
(RPP) to classify pixel positions in the later stage to achieve the 
effect of “soft segmentation.” However, the single division size 
could not effectively divide the local information of all images. 
In the test stage, the local features were only in conjunction with 
the global feature as the final description of pedestrians. To ad-
dress the problem of pedestrian misalignment in the dataset, Wei 
[31] established a network called the global–local-alignment de-
scriptor (GLAD). Based on the key points of the pedestrian body, 
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the head, upper body, and lower body of the pedestrian were first 
calculated. Three local features were concatenated with a global 
feature in a fixed proportion as the final pedestrian descriptor. The 
GLAD network used the key point detection network to accurately 
divide the pedestrian into three parts according to their positions, 
extract the global features, and finally concatenate them to form 
the overall pedestrian descriptor. When the whole pedestrian pic-
ture was input, compared with the “hard segmentation” of the 
previous deep re-ID network, GLAD could accurately learn the lo-
cal feature and easily adapt to the complex and changeable moni-
toring scene. However, because the head, upper body, and lower 
body contain considerable differences in the amount of discrimi-
native information, local and global features concatenated with 
the fixed ratio could not effectively utilize the extracted pedes-
trian features in the matching process. The max pooling operation 
made the final pedestrian descriptor lose some information and 
reduce the overall discriminability[32].

In summary, due to the complexity of current monitoring video 
scenes, the various viewpoints, and the inaccurate pedestrian de-
tection algorithm, the existing network models tend to ignore the 
pixel-level saliency information, and the fixed weighting of differ-
ent pedestrian parts is insufficiently reasonable. Aiming at these 
problems, we propose a person re-ID network based on attention 
mechanism and adaptive weight. Our network uses the key point 
detection network to divide pedestrian parts. Combined with the 
attention mechanism, the model extracts fine-grained features 
of local and global pedestrian characteristics and uses adaptive 
weight to fuse multiple partial features as the final pedestrian 
descriptor, which is then classified through the softmax layer. The 
effectiveness of the proposed algorithm is verified on the person 
re-ID datasets Market-1501 and DukeMTMC-reID. Results demon-
strate that the proposed algorithm is superior to traditional algo-
rithms and other similar networks.

The remainder of this study is organized as follows. The pe-
destrian preprocess and the structure of our person re-ID network 
model based on attention mechanism and adaptive weight are 
introduced in detail in Section 3. Implementation details and ex-
perimental results are presented in Section 4. Several concluding 
remarks are drawn in Section 5.

3. METHODOLOGY

3.1. GLAD MODEL ARCHITECTURE
Owing to the considerable differences in the posture of the 

human body captured by different cameras, pedestrian images 
suffer from various misalignments, seriously affecting the perfor-
mance of person re-ID. To address this problem, the GLAD network 
calculates three body parts, namely, the pedestrian’s head, upper 
body, and lower body, according to the coordinates of the four 
body key points. Then, the entire pedestrian image and the three 
parts are input to learn the global and local features, respectively. 
The GoogLeNet network with shared weights is used as the back-
bone network, and two convolutional layers are used instead of 
the fully connected layers as the final classifier. The former con-
volutional layer performs the reduction of feature dimension, and 
the latter convolutional layer generates C feature maps, where 
C corresponds to the number of output categories. Then, a C-di-
mensional vector of the predicted category is obtained by global 
average pooling, and each branch calculates the loss separately to 
guide the network learning together. The overall structure of the 
network is shown in Figure 1.

3.2. SEGMENTATION OF PEDESTRIAN PARTS
Prior to extracting the features of the input image of the GLAD 

network, the Deeper Cut [33] method is used to detect the four 
main key points of the pedestrian’s body: the upper head, the neck, 
the left hip, and the right hip, as shown in Figure 2 (see section: 
supplementary material).

The head can be positioned by two key points: the upper head 
and the neck. Supposing a person image with a size of HxW, the 
coordinates of the upper head and the neck are (x1, y1) and (x2, y2), 
the head region Bh is calculated with Eq. (1).

(1)

where a is a parameter that controls the overlapping region 
between neighboring body parts. For a 512*256 image, the pa-
rameter a is experimentally set as 15. indicates a non-negative 
constrain, and its value is equal to 0, when * is negative.

Supposing that the coordinates of the left hip and the right hip 
are respectively (x3, y3) and (x4, y4), the upper body region Bub and 
the lower body region Blb is calculated with Eq. (2). 

(2)

The first picture in Figure 2 (see section: supplementary mate-
rial) is the key point detection of a pedestrian image with normal 
posture completely unobstructed, and the second and third im-
ages are failure cases for key point detection caused by occlusion 
or the low resolution. However, the four key points, namely, upper-
head, neck, right-hip, and left-hip, can be robustly detected even 
in those failure cases. Therefore, three regions of the body could 
be reliably sliced with the four key points in complex situations.

3.3. GLOBAL DESCRIPTOR
For an input pedestrian image with a size of 512*256, the 

GLAD network fixes the sliced pedestrian part to a specified size, 
scales it to 96*96 for the head region and 224*256 each for the 
upper body and lower body regions. Then, each region and the en-
tire image are separately end-to-end trained for classification. The 

Fig. 1. The structure of GLAD
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entire network is designed to use global and local input regions 
to correctly classify pedestrians and to calculate the classification 
loss for each region separately. Generally, the network is trained 
to focus on each part of the body and learn the representation of 
each region.

In the test phase, after extracting the feature representations 
of the entire body and each body part through the network, the 
global average pooling (GAP) is used to obtain the output features. 
The head, upper body, and lower body features are weighted with 
weights of 0.2, 0.4, and 0.4, respectively, and they are then con-
catenated with the global feature as the final pedestrian descrip-
tor, as shown in Eq. (3):

(3)

where f GLAD denotes the final pedestrian descriptor with a 
4096-dimensional vector. f G represents the global feature f h, f ub 

and f lb are the local features of the head, upper body, and lower 
body, respectively, all of which are 1,024-dimensional vectors.

3.4 GLAD NETWORK MODEL COMBINED WITH 
ATTENTION

The attention mechanism imitates the selective attention of 
human vision to different regions when making judgments. Hu-
man receives all the images that need to be judged through their 
eyes and perceive some unique parts, which requires additional 
energy to obtain some representative details of the target. Human 
then increases the weight of the representative information and 
decreases the influence of useless information to make a correct 
judgment. Person re-ID is also a complex visual classification task, 
so some studies focus on person re-ID based on attention mecha-
nism. Insafutdinov [33] designed a network combined with hard 
and soft attention. Hard attention learns to find the discriminative 
region, and soft attention selects fine-grained features to improve 
the performance of person re-ID. Zhao [34] used the pose infor-
mation to learn the attention mask as the local feature and then 
fused the global feature and the local feature to obtain the final 
pedestrian descriptor. The attention-embedded GLAD network de-
scribed in this study is different from this attention mechanism. 
The current attention mechanism is to learn local and global fea-
tures based on hard attention perception of discriminative re-
gions or learning attention masks, thereby improving person re-ID 
accuracy. First, our method uses a key point detection network 
to detect local pedestrian regions and avoid the interference of 
excessive background noise. Then, the channel-wise attention is 
added to enhance the relationship between channels in feature 
extraction to focus on the channel features with a large amount 
of information in the same region. Another reason for the addition 
is to suppress the unimportant channel features thereby achiev-

ing an attention mechanism similar to human vision. Thus, this 
method can improve the discrimination of the features extracted 
by the network[35].

Figure 3 shows the general framework of the proposed net-
work. The input consists of four parts: the entire image, the head, 
the upper body, and the lower body. The GoogLeNet with shared 
weights is used as the basic network. After embedding the atten-
tion module, the fine-grained feature of each part is extracted. 
The three parts and global features are weighted by the adaptive 
weighting module to obtain the final pedestrian descriptor. Each 
part is studied as a separate classification task.

3.5 ATTENTION MODULE
For the GoogLeNet network, using the multi-branch structure 

based on the Inception module, the convolution operation will 
fuse multi-scale spatial information. However, the fusion process 
is not a focus, and the addition operation is directly used to mix 
the feature relationship between the channels mixed with the spa-
tial relationship learned by the convolution kernel. The attention 
Inception network module proposed in this study is to separate it 
from this mixture so that the model directly learns the relation-
ship between channels. The module structure is shown in Figure 4. 

The entire attention module is embedded between the output 
of the previous Inception module and the input of the next Incep-
tion module. Assuming that the output of the Inception module u 
is a feature matrix of HxWxC dimension. We perform a squeeze 
operation on u, implement GAP along the spatial dimensions HxW, 
and use a real number to represent the channel feature of each 
dimension, which has a global receptive field, as shown in Eq.(4).

(4)

Then, the squeezed output is subjected to an excitation opera-
tion. First, a fully connected layer operation with parameters W1 
and reduction ratio r (set to 16 here) is used to perform a dimen-Fig. 3. The framework of the proposed network

Fig. 4. Inception module with embedded attention
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sionality-reduction mapping on the squeezed output. The reduc-
tion of the channel dimension means the decrease of calculated 
parameters. After a ReLU layer, nonlinear mapping is performed, 
and then a fully connected layer with a parameter of W2 is used 
for dimension increase. Then, the vector of 1x1xC dimension is 
output, and the sigmoid function is used as the weight s between 
channels.

(5)

where d represents the ReLU operation and s represents the 
sigmoid function.

When the input is weighted, the channel-wise multiplication 
is implemented between the input feature u and the weight s, 
which is shown in Eq. (6):

(6)

Through the sigmoid function, the elements of the vector s be-
long to (0,1). If the weighted value is directly used as the input of 
the next layer of the network, the value of the learned feature will 
become gradually smaller as the depth of our network increases, 
making the model difficult to train. Therefore, the weighted fea-
ture and the original feature are added as the input of the next 
layer, ensuring the update of the parameters of the neural network 
and also playing a vital role in highlighting important information 
and suppressing unnecessary information.

3.6 ADAPTIVE WEIGHTING MODULE
Given that the amount of information that can distinguish pe-

destrians contained in the head, upper body, and lower body is 
not equal, the direct concatenation will inhibit the contribution of 
some region features with abundant information to the re-ID ac-
curacy. To fully use the feature information of each part, we pro-
pose an adaptive weighting module based on channel attention, 
as shown in Figure 5. The red arrow in Figure 3 points the position 
of the module embedded in the overall network.

In Figure 5, the features of the head, upper body, and lower 
body are marked as f h, f ub, and f lb respectively, then

(7)

We consider the feature of each part as a channel and squeeze 
it to obtain a vector z with a global receptive field

(8)

where f  (fh, fub, flb), k (1,2,3) represents the number of pe-
destrian body parts, and GAPH and GAPW represents the height-
wise and width-wise pooling, respectively.

The excitation operation is shown in Eq. (9).

(9)

where Z represents the concatenated vector, d represents the 
ReLU operation, s represents the sigmoid function, and FC repre-
sents the fully connected operation.

The weighted features are calculated as follows:

(10)

3.7 LOSS FUNCTIONS
The network proposed in this study uses two convolutional 

layers as classifiers instead of fully connected layers. The first con-
volutional layer is used for the dimensionality-reduction. The sec-
ond convolutional layer directly outputs features with N channels, 
corresponding to the total pedestrian number N of the training 
set. Then GAP is used to obtain a final N-dimensional classifica-
tion vector. The experiment uses the cross-entropy loss function, 
which evaluates the loss through the prediction of the classifica-
tion vector and the ground truth of the pedestrian.

(11)

where N represents the total number of pedestrians in the da-
taset, y(i) is the ground truth of the sample, and  is the predicted 
result of the sample by the network model.

Given that the multiple branches of this network have differ-
ent contents, the loss should also be weighted. According to the 
learned weights of different parts, the loss is weighted the same, 
and the total loss function is shown in Eq. (12).

(12)

where LossG represents the overall feature loss, s represents 
the weight of different parts, and Lossh, Lossub, and Losslb repre-
sent the loss value of the three part branches.

We train the entire network by minimizing the joint loss func-
tion. In the testing stage, the images are input into the network. 
Then, the weighted concatenation of the global feature and three 
part features is used as the final pedestrian descriptor. The Eu-
clidean distance between the query image and all the images in 
the gallery is calculated as the similarity. On this basis, the result 
sequence is obtained by sorting.

4. RESULT ANALYSIS AND DISCUSSION
We mainly evaluate the proposed method on two widely used 

person re-ID dataset Market-1501 and DukeMTMC-reID.

Fig. 5. Adaptive weighting module
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In the Market-1501 dataset, each pedestrian appears under 
at least two cameras, and occurs between different cameras. The 
pedestrian bounding box is automatically marked by DPM. Among 
them, 12,936 images of 751 identities were used for training, and 
19,732 images of 750 identities were used for testing. More than 
bounding boxes of 3,000 pedestrians in the query image are drawn 
manually, whereas the bounding boxes of pedestrians in the test 
set are drawn by pedestrian detection algorithm.

The DukeMTMC-reID dataset is a subset of a multi-target pe-
destrian tracking dataset applied to person re-ID task. All the pe-
destrians cross over under different cameras, sampling an image 
per 120 frames. The training set is a random sample of 702 identi-
ties, including 17,661 images, and 408 identities only appearing 
under one camera are added to the training set as interference 
information. The remaining 702 identities are used as the test set, 
which contains 16,522 images. In the test set, a query image is se-
lected from each ID in each camera, with a total of 2,228 images.

In this study, the performance of person re-ID algorithm is 
evaluated by two evaluation protocols: (1) cumulative match 
characteristic curve (CMC) and (2) mean average precision (mAP). 
CMC regards person re-ID as a sorting problem. The probability 
that the image ranked in the first place hit the target is repre-
sented by Rank-1, which is obtained by averaging through experi-
ments many times. mAP is the average value of average precision 
(AP), which is the evaluation standard when person re-ID is re-
garded as an image retrieval task. The formulas of AP and mAP 
are as follows:

(13)

where n is the total number of gallery images returned by the 
network, N is the number of images hitting the query target in 
the returned images, P(k) is the retrieval accuracy in the returned 
image number k, and B(k) is the indicator function. when the k-th 
returned gallery image hits the query target, the value of it is 1; 
otherwise, it is 0.

(14)

where Q is the number of queries.
The experimental platform in this study is the Ubuntu 16.04 

operating system. All experiments are conducted on a comput-
er equipped with a Quadro p4000 GPU, Intel i7 CPU, and 32 GB 
memory. The GoogLeNet network, which was pre-trained on the 
ImageNet dataset, is used as the baseline. After embedding the 
attention and adaptive weighting modules, the network is trained 
on a person re-ID dataset. We set the maximum number of train-
ing epochs to 70 and the batch size of image pairs to 32. The initial 
learning rate is set to 0.0015, and the learning rate is updated to 
one-fifth of the original 10 epochs.

In the training process, the entire dataset images need to be 
extracted by the pre-trained DeeperCut network for key points. On 
this basis, the input is divided into three parts. The training of each 
sample is divided into two steps. First, the three parts of pedestri-
ans are used for classification training to obtain the classification 
loss and update the network parameter. The three parts share the 
weight of the feature extraction network. Given the different in-
put sizes, the structure after the feature extraction layer will learn 
independent weights. In the second step, the whole pedestrian 
sample is input, and the adaptive weight module is used to adap-
tively weight the three partial features extracted in the first step. 

The weighted partial features are concatenated with the global 
feature for classification to update the parameters of the network.

Tables I and II, compare the results of the traditional algorithm 
(LOMO+XQDA

`
 BoW+Kissme) and other classical deep learning 

algorithms which achieve the state of art performance at every 
research stage on Market-1501 and DukeMTMC-reID dataset, re-
spectively. Among them, AACN, HAC algorithm and the proposed 
algorithm all use attention mechanism. The method proposed here 
can improve results on both datasets.

On the Market-1501 dataset, our algorithm is approxi-
mately 45% higher than the traditional person re-ID algorithm 
LOMO+XQDA and BoW+Kissme on Rank-1. Our algorithm is ap-
proximately 6% higher than the TriNet network on Rank-1. AACN, 
a deep learning network based on the attention mechanism, is ap-
proximately 5% and 8% lower than our algorithm on Rank-1 and 
mAP respectively. Our method outperforms the HAC network by 
approximately 2% on Rank-1 and mAP. Compared with the GLAD 
network before modification, the Rank-1 and mAP in this study 
are improved by approximately 1%.

On the DukeMTMC-reID dataset, the proposed algorithm im-
proves by approximately 14% compared with a generative adver-
sarial network (GAN) on Rank-1 and approximately 5% compared 
with SVDNet. Compared with the attention network, the mAP and 
Rank-1 of our network are higher than AACN by approximately 
5%, while the mAP and Rank-1 of HAC attention network are ap-
proximately 2% lower than our study, respectively. For the GLAD 
network before modification, compared with the Rank-1 and mAP 
value, the proposed method increases both by approximately 1%.

Table III shows the person re-ID performance using different 
pedestrian descriptors on the Market-1501 dataset, where A rep-
resents the attention module proposed in this study. If only three 
parts of the GLAD network are weighted as the final pedestrian 
descriptor, the Rank-1 and mAP accuracy of manual weighting will 
both be reduced by approximately 1% compared with the value of 

Table II Comparison of DukeMTMC-reID results

Methods Rank-1(%) mAP(%)
BoW+Kissme[38] 25.1 12.2

LOMO+XQDA[1] 30.75 17.04

GAN[41] 67.68 47.13

SVDNet[40] 76.7 56.8

AACN[37] 76.84 58.25

HAC[36] 78.50 60.25

GLAD[31] 80.0 62.2

Ours 81.76 63.42

Table I Comparison of Market-1501 results

Methods Rank-1(%) mAP(%)
LOMO+XQDA[1] 43.8 22.2

BoW+Kissme[38] 44.4 20.8

Spindle[34] 76.9 -

GAN[41] 78.12 56.25

SVDNet[40] 82.3 62.1

TriNet[39] 84.9 69.1

AACN[37] 85.9 66.87

HAC[36] 89.00 71.25

GLAD[31] 89.9 73.9

Ours 91.78 74.87
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adaptive weighted. Compared with the baseline, the GoogLeNet 
embedding the attention has been improved by approximately 4% 
and 2% on Rank-1 and mAP, respectively, indicating that the at-
tention module can extract more discriminative information and 
improve the re-ID performance. Based on the attention module, 
manual and adaptive weighting were respectively used to gen-
erate pedestrian descriptors. The performance of the former was 
approximately 0.5% lower than that of the latter, indicating that 
compared with other methods, adaptive weighting could better 
measure the importance of each part of the body. In summary, 
compared with other methods, the method proposed in this study 
can extract more discriminative information combined with the 
attention mechanism and can better weigh the importance of 
each part with an adaptive weighting module to improve the per-
formance of the network model.

Figures 6(a) and 6(b) are examples of Rank-10 results of the 
proposed algorithm on the Market-1501 and DukeMTMC-reID 
datasets, respectively. The leftmost is the query target. From the 
left to the right, the results are arranged in order of decreasing 
similarity with the query image, in which the green box represents 
the pedestrian with the same ID and the red box represents the 
pedestrian with a different ID. The figures clearly illustrate that 
the proposed algorithm can correctly identify the front and the 
misaligned images of the target (such as Rank-4 in Fig. 6(b)). The 
target pedestrian can still be correctly identified when the pedes-
trian is flank and back and no other pedestrian dressed is similarly, 
such as Rank-8 and Rank-10 in Fig. 6(b). However, the side or 
back image with similar clothes is easily predicted incorrectly. For 
example, Rank-6 in Fig. 6(a) is partially occluded, but the colors 
of the clothes and backpack are very similar. When the front and 
side images appear at the same time, the front image has a higher 
degree of similarity. As shown in Fig. 6(b), the similarity of Rank-9 
is higher than that of Rank-10.

A comparison between the proposed algorithm and the GLAD 
network is shown in Table IV (see section: supplementary mate-

rial). In terms of the number of parameters, the time needed to 
identify a person and the time needed to extract all pedestrian 
features in the test set. The three indexes all increase to different 
degrees. According to Tables I and II, compared with the GLAD 
network, the proposed network model has a slight increase in the 
three indexes, but the re-ID accuracy has been significantly im-
proved.

5. CONCLUSION
To extract additional discriminative characteristics of pedestri-

ans in the complex monitoring environment to improve the person 
re-ID performance, we embeded the attention module on the basis 
of the GLAD network and designed an adaptive weighting module 
for different body parts to concatenated feature. The performance 
was verified on two major datasets Market-1501 and DukeMTMC-
reID. The following conclusions could be drawn.

(1)	 �The attention mechanism is integrated with the key point 
detection, which can effectively extract the pixel-level sa-
liency information to obtain discriminative pedestrian fea-
tures under complex changes.

(2)	 �By introducing the adaptive weight design into the net-
work, the weight is assigned according to the information 
of different body regions to utilize regional features and 
improve re-ID accuracy.

(3)	 �From the experimental results, under the same dataset, 
the re-ID accuracy of the proposed network model is sig-
nificantly better than traditional algorithms and other net-
works that also use attention mechanisms.

The proposed network model based on the attention mecha-
nism and adaptive weight compensates for the lack of pixel-level 
saliency information of the global feature in the GLAD network. 
This model also solves the problem that manual weighting is not 
appropriate for each pedestrian block feature. When compared 
with the GLAD network before the improvement, the proposed 
network model has a slight increase in the number of parameters 
of the network and the run time required to identify individuals. 
However, the re-ID accuracy has been significantly improved with 
complete pedestrian features from the feature extraction aspect. 
The study has a good reference for person re-ID in surveillance 
videos. 

In reality, there is a big gap in lighting, pedestrian clothing and 
camera style in surveillance video. The existing person re-identifi-
cation data sets are far from meeting the requirements of person 
re-identification in actual video monitoring system. In order to 
further explore the above problems, it will be considered to ex-
pand the dataset with a GAN in subsequent studies to increase the 
suitability of the training data for actual situations. Subsequent 
studies will attempt to combine data enhancement with person 

re-identification to train end-to-end, so as to 
reduce the impact of image generation error on 
re-identification accuracy.
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